
CHAPTER 6

Inter-VLAN Routing

Now that you have a network with many different VLANs, the next question is, “How do you permit devices
on separate VLANs to communicate?” The exercises in this chapter review the concepts of inter-VLAN rout-
ing and how it is used to permit devices on separate VLANs to communicate.

The Study Guide portion of this chapter uses a combination of fill-in-the-blank, open-ended question, and
Packet Tracer exercises to test your knowledge of inter-VLAN routing concepts and configurations.

The Labs and Activities portion of this chapter includes all the online curriculum labs to ensure that you have
mastered the hands-on skills needed to understand inter-VLAN routing concepts and configuration.

As you work through this chapter, use Chapter 6 in LAN Switching and Wireless, CCNA Exploration
Companion Guide or use the corresponding Chapter 6 in the Exploration LAN Switching and Wireless online
curriculum for assistance.
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Study Guide

Inter-VLAN Routing
The exercise in this section covers what inter-VLAN routing is and some of the different ways to
accomplish inter-VLAN routing on a network.

Inter-VLAN Routing Concepts Exercise
Introducing Inter-VLAN Routing

Define inter-VLAN routing:

Briefly explain traditional inter-VLAN routing:

Briefly explain “router-on-a-stick” inter-VLAN routing:

What are subinterfaces?

Interfaces and Subinterfaces

In Figure 6-1, PC1 and PC3 need connectivity between each other. However, each is on a different
VLAN. Assume S1 is already configured for traditional inter-VLAN routing. In Figure 6-1, connect
S1 and R1 and label the interfaces. Then record the commands to configure R1 with traditional inter-
VLAN routing. Use the first available IP addresses in each VLAN for the router interfaces.

Figure 6-1 Traditional Inter-VLAN Routing Configuration
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In the following lines, record the commands to configure R1 with traditional inter-VLAN routing:

In Figure 6-2, PC1 and PC3 need connectivity between each other. However, each is on a different
VLAN. Assume S1 is already configured for router-on-a-stick inter-VLAN routing. In Figure 6-2, con-
nect S1 and R1 and label the interfaces. Then record the commands to configure R1 with router-on-a-
stick inter-VLAN routing. Use the first available IP addresses in each VLAN for the router interfaces.

Figure 6-2 Router-on-a-Stick Inter-VLAN Routing Configuration 

In the following lines, record the commands to configure R1 with router-on-a-stick inter-VLAN routing:

Complete Table 6-1, which compares the characteristics of configuring traditional inter-VLAN routing
with router-on-a-stick inter-VLAN routing.

Table 6-1 Comparing Traditional and Router-on-a-Stick Inter-VLAN Routing
Characteristics

Characteristic Traditional Router-on-a-Stick

Physical interfaces

Bandwidth

Switch port 
configuration

Chapter 6: Inter-VLAN Routing 241

R1

S1

PC3PC1 10.10.30.10
VLAN 30

10.10.10.10
VLAN 10

VLAN 10: 10.10.10.0/24
VLAN 30: 10.10.30.0/24

continues

06_2028_ch06.qxp  4/3/08  5:10 PM  Page 241



Table 6-1 Comparing Traditional and Router-on-a-Stick Inter-VLAN Routing
Characteristics continued

Characteristic Traditional Router-on-a-Stick

Expense

Physical complexity

Configuring Inter-VLAN Routing
The exercises in this section cover how to configure inter-VLAN routing and review the commands to
configure a switch to support inter-VLAN routing.

Inter-VLAN Routing Configuration Exercise
Figure 6-3 shows two topologies. One topology is using traditional inter-VLAN routing and the other
topology is using router-on-a-stick inter-VLAN routing. The addressing for both topologies is shown
in Table 6-2. For this exercise, you will not configure a separate management or native VLAN.

Figure 6-3 Inter-VLAN Routing Configuration Topology

Table 6-2 Addressing Table for Inter-VLAN Routing Configuration Exercise

Device Interface IP Address Subnet Mask Default Gateway

R1 Fa0/0 192.168.10.1 255.255.255.0 —

Fa0/1 192.168.20.1 255.255.255.0 —

PC1 NIC 192.168.10.10 255.255.255.0 192.168.10.1

PC2 NIC 192.168.20.10 255.255.255.0 192.168.20.10

R2 Fa0/0.30 192.168.30.1 255.255.255.0 —

Fa0/0.40 192.168.40.1 255.255.255.0 —

PC3 NIC 192.168.30.10 255.255.255.0 192.168.30.1

PC4 NIC 192.168.40.10 255.255.255.0 192.168.40.1
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Enter the commands, including the router prompt, to configure R1 for traditional inter-VLAN routing:

Enter the commands, including the switch prompt, to configure S1 to forward VLAN traffic. Assume
the VLANs are already created in the VLAN database. However, VLANs have not yet been assigned
to any ports.

Enter the commands, including the router prompt, to configure R2 for router-on-a-stick inter-VLAN
routing:

Enter the commands, including the switch prompt, to configure S2 to forward VLAN traffic. Assume
the VLANs are already created in the VLAN database. However, VLANs have not yet been assigned
to any ports.
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Packet Tracer Exercise 6-1: Inter-VLAN Configuration
Now you are ready to use Packet Tracer to apply your answers to the “Inter-VLAN Routing
Configuration Exercise.” Open file LSG03-0601.pka on the CD-ROM that accompanies this book to
perform this exercise using Packet Tracer.

Note: The following instructions are also contained within the Packet Tracer Exercise.

Learning Objectives

Upon completion of this Packet Tracer Exercise, you will be able to

■ Configure traditional inter-VLAN routing

■ Configure router-on-a-stick inter-VLAN routing

■ Verify connectivity

■ Save the Packet Tracer file

Scenario

In this exercise, you will practice configuring both traditional and router-on-a-stick inter-VLAN rout-
ing. The routers and switches have a basic configuration. The passwords are cisco for user EXEC
mode and class for privileged EXEC mode. Use your answers from the “Inter-VLAN Routing
Configuration Exercise” to complete the tasks.

Task 1: Configure Traditional Inter-VLAN Routing

Step 1. Configure R1 for traditional inter-VLAN routing.

Step 2. Configure S1 to forward VLAN traffic.

Step 3. Your completion percentage should be 53 percent. If not, click Check Results to see
which required components are not yet completed.

Task 2: Configure Router-on-a-Stick Inter-VLAN Routing

Step 1. Configure R2 for router-on-a-stick inter-VLAN routing.

Step 2. Configure S2 to forward VLAN traffic.

Step 3. Your completion percentage should be 100 percent. If not, click Check Results to see
which required components are not yet completed.

Task 3: Verify Connectivity

PC1 should be able to ping PC2. PC3 should be able to ping PC4. Alternatively, you can click Check
Results and then the Connectivity Tests tab. The status of both connectivity tests should be listed as
“Correct.”

Task 4: Save the Packet Tracer File

Save your Packet Tracer file as LSG03-0601-end.pka.
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Troubleshooting Inter-VLAN Routing
The exercises in this section explore common issues and troubleshooting methods to identify and cor-
rect problems in inter-VLAN routing implementations.

Common Errors and Troubleshooting Tools Exercise
Using the examples shown in the chapter, list at least six common errors in the inter-VLAN routing
implementations.

Switch Configuration Issues:

■

■

■

Router Configuration Issues:

■

■

IP Addressing Issues:

■

■

■

What are some useful commands you can use to isolate problems in an inter-VLAN routing network?

Switch IOS Commands:

■

■

Router IOS Commands:

■

■

PC Commands:

■

Packet Tracer Exercise 6-2: Troubleshooting Inter-VLAN
Routing
Now you are ready to use Packet Tracer to apply your knowledge of troubleshooting techniques. Open
file LSG03-0602.pka on the CD-ROM that accompanies this book to perform this exercise using
Packet Tracer.

Note: The following instructions are also contained within the Packet Tracer Exercise.
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Learning Objectives

Upon completion of this Packet Tracer Exercise, you will be able to

■ Test connectivity between the PCs and the router

■ Gather data on the problems

■ Implement solutions and test connectivity

Scenario

In this exercise, you will practice troubleshooting both traditional and router-on-a-stick inter-VLAN
routing. The routers, switches, and PCs are already configured and are using the IP addresses listed in
Table 6-2. You cannot access the routers or switches directly. Instead, you must use the available con-
sole connections through the PCs. The passwords are cisco for user EXEC mode and class for privi-
leged EXEC mode. Use connectivity tests and show commands to discover problems and troubleshoot
the networks. The exercise is complete when you achieve 100 percent and the two PCs on each net-
work can ping each other.

Task 1: Configure Traditional Inter-VLAN Routing

The following tests should be successful at the conclusion of this activity:

■ PC1 can ping R1.

■ PC2 can ping R1.

■ PC1 can ping PC2.

■ PC3 can ping R2.

■ PC4 can ping R2.

■ PC3 can ping PC4.

Each of these tests should fail on the first attempt.

Task 2: Gather Data on the Problems

Step 1. Verify the configuration on the PCs.

Are the following configurations for each PC correct?

■ IP address

■ Subnet mask

■ Default gateway

Step 2. Verify the configuration on the switches.

Are the configurations on the switches correct? Be sure to verify the following:

■ Ports assigned to the correct VLANs 

■ Ports configured for the correct mode

■ Ports connected to the correct device
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Step 3. Verify the configuration on the routers.

Are the configurations on the routers correct? Be sure to verify the following:

■ IP addresses 

■ Interface status

■ Encapsulation and VLAN assignment

Step 4. Document the problems and suggest solutions.

What are the reasons connectivity failed between the PCs? What are the solutions? There
could be more than one problem and more than one solution. All solutions must conform
to the topology diagram in Figure 6-3 and the addressing in Table 6-2.

List the problems, if any, and the solutions for the PCs:

List the problems, if any, and the solutions for the switches:

List the problems, if any, and the solutions for routers:

Task 3: Implement the Solution and Test Connectivity

Step 1. Make changes according to the suggested solutions in Task 2.

Note: If you make changes to the switch configuration, you should make the changes in Realtime mode rather
than Simulation mode. This is necessary so that the switch port will proceed to the forwarding state.

Step 2. Test connectivity between PCs and R1.

If you change any IP configurations, you should create new pings because the prior pings
use the old IP address:

■ PC1 should be able to ping R1.

■ PC2 should be able to ping R1.
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■ PC1 should be able to ping PC2.

■ PC3 should be able to ping R2.

■ PC4 should be able to ping R2.

■ PC3 should be able to ping PC4.

If any pings fail, return to Task 2 to continue troubleshooting.

Step 3. Check results.

Your completion percentage should be 100 percent. If not, return to Step 1 and continue to
implement your suggested solutions. You will not be able to click Check Results and see
which required components are not yet completed. However, you can click Check Results
and then the Connectivity Tests tab. The status of all six connectivity tests should be list-
ed as “Correct.”

Task 4: Save the Packet Tracer File

Save your Packet Tracer file as LSG03-0602-end.pka.
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Labs and Activities

Command Reference
In Table 6-3, record the command, including the correct prompt, that fits the description. Fill in any
blanks with the appropriate missing information.

Table 6-3 Commands for Inter-VLAN Routing Configuration

Command Description

Creates a subinterface numbered 10 on the
router for Fa0/0

Specifies IEEE 801.1Q as the VLAN tagging
method for VLAN 10 on this subinterface

Lab 6-1: Basic Inter-VLAN Routing (6.4.1)
Learning Objectives

Upon completion of this lab, you will be able to

■ Cable a network according to the topology diagram in Figure 6-4

■ Clear configurations and reload a switch and a router to the default state

■ Perform basic configuration tasks on a switched LAN and router

■ Configure VLANs and VLAN Trunking Protocol (VTP) on all switches

■ Demonstrate and explain the impact of Layer 3 boundaries imposed by creating VLANs

■ Configure a router to support 802.1Q trunking on a Fast Ethernet interface

■ Configure a router with subinterfaces corresponding to the configured VLANs

■ Demonstrate and explain inter-VLAN routing
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Figure 6-4 shows the topology diagram for this lab. 

Figure 6-4 Topology Diagram for Lab 6-1

Table 6-4 shows the addressing scheme used in this lab.

Table 6-4 Addressing Table for Lab 6-1

Device Interface IP Address Subnet Mask Default Gateway

R1 Fa0/0 172.17.50.1 255.255.255.0 —

Fa0/1.1 172.17.1.1 255.255.255.0 —

Fa0/1.10 172.17.10.1 255.255.255.0 —

Fa0/1.20 172.17.20.1 255.255.255.0 —

Fa0/1.30 172.17.30.1 255.255.255.0 —

Fa0/1.99 172.17.99.1 255.255.255.0 —

S1 VLAN 99 172.17.99.11 255.255.255.0 172.17.99.1

S2 VLAN 99 172.17.99.12 255.255.255.0 172.17.99.1

S3 VLAN 99 172.17.99.13 255.255.255.0 172.17.99.1

PC1 NIC 172.17.10.21 255.255.255.0 172.17.10.1 

PC2 NIC 172.17.20.22 255.255.255.0 172.17.20.1

PC3 NIC 172.17.30.23 255.255.255.0 172.17.30.1

Web server NIC 172.17.50.254 255.255.255.0 172.17.50.1
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Table 6-5 shows the port assignments used in this lab.

Table 6-5 Port Assignments for S2 

Ports Assignment Network

Fa0/1–0/4 802.1Q Trunks (Native VLAN 99) 172.17.99.0 /24

Fa0/5–0/10 VLAN 30—Guest (Default) 172.17.30.0 /24

Fa0/11–0/17 VLAN 10—Faculty/Staff 172.17.10.0 /24

Fa0/18–0/24 VLAN 20—Students 172.17.20.0 /24

Task 1: Prepare the Network
Step 1. Cable a network that is similar to the one shown in Figure 6-4. 

You can use any current switch in your lab as long as it has the required interfaces shown
in Figure 6-4 and supports 802.1Q encapsulation. The router you choose must support
inter-VLAN routing. The output shown in this lab is based on Cisco 2960 switches and an
1841 router. Other switch or router models may produce different output.

Set up console connections to all three switches. 

Step 2. Clear any existing configurations on the switches.

Clear NVRAM, delete the vlan.dat file, and reload the switches. Refer to “Lab 2-1: Basic
Switch Configuration (2.5.1)” if necessary for the procedure. After the reload is complete,
use the show vlan command to confirm that only default VLANs exist and that all ports
are assigned to VLAN 1. 

S1#show vlan

VLAN Name Status Ports

—— ——————————————— ————- ——————————————-

1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4

Fa0/5, Fa0/6, Fa0/7, Fa0/8

Fa0/9, Fa0/10, Fa0/11, Fa0/12

Fa0/13, Fa0/14, Fa0/15,Fa0/16

Fa0/17, Fa0/18, Fa0/19,Fa0/20

Fa0/21, Fa0/22, Fa0/23,Fa0/24

Gig1/1, Gig1/2

1002 fddi-default active    

1003 token-ring-default active    

1004 fddinet-default active    

1005 trnet-default active    
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Step 3. Disable all ports on the switches using the shutdown command.

Ensure that the initial switch port states are inactive by disabling all ports. Use the inter-
face range command to simplify this task. Commands for S1 are shown here:

S1(config)#interface range fa0/1-24

S1(config-if-range)#shutdown

S1(config-if-range)#interface range gi0/1-2

S1(config-if-range)#shutdown

Step 4. Reenable the active user ports on S2 in access mode:

S2(config)#interface fa0/6

S2(config-if)#switchport mode access

S2(config-if)#no shutdown

S2(config-if)#interface fa0/11

S2(config-if)#switchport mode access

S2(config-if)#no shutdown

S2(config-if)#interface fa0/18

S2(config-if)#switchport mode access

S2(config-if)#no shutdown

Task 2: Perform Basic Switch Configurations
Configure the S1, S2, and S3 switches according to the addressing table and the following guidelines:

■ Configure the switch hostname.

■ Disable DNS lookup.

■ Configure an enable secret password of class.

■ Configure a password of cisco for the console connections.

■ Configure a password of cisco for vty connections.

■ Configure the default gateway on each switch.

Only the commands for S1 are shown here:

Switch>enable

Switch#configure terminal

Enter configuration commands, one per line.  End with CNTL/Z.

Switch(config)#hostname S1

S1(config)#enable secret class

S1(config)#no ip domain-lookup

S1(config)#ip default-gateway 172.17.99.1

S1(config)#line console 0

S1(config-line)#password cisco

S1(config-line)#login

S1(config-line)#line vty 0 15

S1(config-line)#password cisco

S1(config-line)#login

S1(config-line)#end

%SYS-5-CONFIG_I: Configured from console by console
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S1#copy running-config startup-config

Destination filename [startup-config]? 

Building configuration...

[OK]

Task 3: Configure Host PCs
Configure the Ethernet interfaces of PC1, PC2, PC3, and the remote web/TFTP server with the IP
addresses in Table 6-4.

Task 4: Configure VTP on the Switches
Step 1. Configure VTP.

Configure VTP on the three switches using the following guidelines:

■ S1 is the VTP server; S2 and S3 are VTP clients.

■ The VTP domain name is Lab6.

■ The VTP password is cisco.

Remember that VTP domain names and passwords are case sensitive. The default operat-
ing mode is server.

S1(config)#vtp mode server

Device mode already VTP SERVER.

S1(config)#vtp domain Lab6

Changing VTP domain name from NULL to Lab6

S1(config)#vtp password cisco

Setting device VLAN database password to cisco

S2(config)#vtp mode client

Setting device to VTP CLIENT mode

S2(config)#vtp domain Lab6

Changing VTP domain name from NULL to Lab6

S2(config)#vtp password cisco

Setting device VLAN database password to cisco

S3(config)#vtp mode client

Setting device to VTP CLIENT mode

S3(config)#vtp domain Lab6

Changing VTP domain name from NULL to Lab6

S3(config)#vtp password cisco

Setting device VLAN database password to cisco

S3(config)#end

Step 2. Configure trunk links and the native VLAN.

For each switch, configure ports Fa0/1 through Fa0/4 as trunking ports. The Fa0/5 port on
S1 also needs to be configured as a trunking port because it will trunk to the router, R1.
Designate VLAN 99 as the native VLAN for these trunks. Remember to activate the ports.
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Only the commands for S1 are shown here:

S1(config)#interface range fa0/1-5

S1(config-if-range)#switchport mode trunk

S1(config-if-range)#switchport trunk native vlan 99

S1(config-if-range)#no shutdown

Step 3. Configure the VTP server with VLANs.

Configure the following VLANs on the VTP server only:

■ VLAN 10: Faculty/Staff

■ VLAN 20: Students

■ VLAN 30: Guest

■ VLAN 99: Management

S1(config)#vlan 10

S1(config-vlan)#name faculty/staff

S1(config-vlan)#vlan 20

S1(config-vlan)#name students

S1(config-vlan)#vlan 30

S1(config-vlan)#name guest

S1(config-vlan)#vlan 99

S1(config-vlan)#name management

S1(config-vlan)#end

S1#

Step 4. Verify the VLANs. 

Verify that all four VLANs have been distributed to the client switches. You should have
output similar to the following:

S2#show vlan brief

VLAN Name Status Ports

—— ——————————————— ————- ——————————————-

1 default active Fa0/1, Fa0/2, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9

Fa0/10, Fa0/11, Fa0/12,Fa0/13

Fa0/14, Fa0/15, Fa0/16,Fa0/17

Fa0/18, Fa0/19, Fa0/20,Fa0/21

Fa0/22, Fa0/23, Fa0/24, Gi0/1

Gi0/2

10 faculty/staff active

20 students active

30 guest                active

99 management              active 

S3#show vlan brief
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VLAN Name Status Ports

—— —————————————— ————- ——————————————-

1 default active Fa0/1, Fa0/2, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9

Fa0/10, Fa0/11, Fa0/12,Fa0/13

Fa0/14, Fa0/15, Fa0/16,Fa0/17

Fa0/18, Fa0/19, Fa0/20,Fa0/21

Fa0/22, Fa0/23, Fa0/24, Gi0/1

Gi0/2

10 faculty/staff          active

20 students                 active

30 guest                     active

99 management active 

Step 5. Configure the management interface address on all three switches:

S1(config)#interface vlan99

S1(config-if)#ip address 172.17.99.11 255.255.255.0

S1(config-if)#no shutdown

S2(config)#interface vlan99

S2(config-if)#ip address 172.17.99.12 255.255.255.0

S2(config-if)#no shutdown

S3(config)#interface vlan99

S3(config-if)#ip address 172.17.99.13 255.255.255.0

S3(config-if)#no shutdown

Verify that the switches are correctly configured by pinging between them. From S1, ping
the management interface on S2 and S3. From S2, ping the management interface on S3.

Were the pings successful?

If not, troubleshoot the switch configurations and try again. 

Step 6. Assign switch ports to the VLANs.

Assign ports to VLANs on S2 according to Table 6-5 at the beginning of the lab. Activate
the ports connected to the PCs.

S2(config)#interface range fa0/5-10

S2(config-if-range)#switchport access vlan 30

S2(config-if-range)#interface range fa0/11-17

S2(config-if-range)#switchport access vlan 10

S2(config-if-range)#interface range fa0/18-24

S2(config-if-range)#switchport access vlan 20

S2(config-if-range)#end

S2#
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Step 7. Check connectivity between VLANs.

Open command windows on the three hosts connected to S2. Ping from PC1
(172.17.10.21) to PC2 (172.17.20.22). Ping from PC2 to PC3 (172.17.30.23). 

Are the pings successful? 

If not, why do these pings fail?

Task 5: Configure the Router and the Remote Server LAN
Step 1. Clear the configuration on the router and reload.

Step 2. Create a basic configuration on the router:

■ Configure the router with hostname R1.

■ Disable DNS lookup.

■ Configure an EXEC mode password of cisco.

■ Configure a password of cisco for the console connection.

■ Configure a password of cisco for the vty connections.

Step 3. Configure the trunking interface on R1.

You have demonstrated that connectivity between VLANs requires routing at the network
layer, exactly like connectivity between any two remote networks. There are a couple of
options for configuring routing between VLANs. 

The first is something of a brute-force approach. A Layer 3 device, either a router or a
Layer 3–capable switch, is connected to a LAN switch with multiple physical connec-
tions—a separate connection for each VLAN that requires inter-VLAN connectivity. Each
of the switch ports used by the Layer 3 device is configured in a different VLAN on the
switch. After IP addresses are assigned to the interfaces on the Layer 3 device, the routing
table has directly connected routes for all VLANs, and inter-VLAN routing is enabled.
The limitations to this approach are the lack of sufficient Fast Ethernet ports on routers,
underutilization of ports on Layer 3 switches and routers, and excessive wiring and manual
configuration. The topology used in this lab does not use this approach.

A better approach is to use one physical Fast Ethernet connection between the Layer 3
device (the router) and the distribution layer switch. This connection is configured as an
IEEE 802.1Q trunk to allow all inter-VLAN traffic to be carried to and from the routing
device on a single trunk. However, it requires that the Layer 3 interface be configured with
multiple IP addresses. This is done by creating “virtual” interfaces, called subinterfaces, on
one of the router Fast Ethernet ports. Each subinterface is then configured for 802.1Q
encapsulation. 
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Using the subinterface configuration approach requires these steps:

1. Enter subinterface configuration mode.

2. Establish trunking encapsulation.

3. Associate a VLAN with the subinterface.

4. Assign an IP address from the VLAN to the subinterface.

The commands are as follows:

R1(config)#interface fastethernet 0/1

R1(config-if)#no shutdown

R1(config-if)#interface fastethernet 0/1.1

R1(config-subif)#encapsulation dot1q 1

R1(config-subif)#ip address 172.17.1.1 255.255.255.0

R1(config-subif)#interface fastethernet 0/1.10

R1(config-subif)#encapsulation dot1q 10

R1(config-subif)#ip address 172.17.10.1 255.255.255.0

R1(config-subif)#interface fastethernet 0/1.20

R1(config-subif)#encapsulation dot1q 20

R1(config-subif)#ip address 172.17.20.1 255.255.255.0

R1(config-subif)#interface fastethernet 0/1.30

R1(config-subif)#encapsulation dot1q 30

R1(config-subif)#ip address 172.17.30.1 255.255.255.0

R1(config-subif)#interface fastethernet 0/1.99

R1(config-subif)#encapsulation dot1q 99 native

R1(config-subif)#ip address 172.17.99.1 255.255.255.0 

Note the following points highlighted in the preceding configuration:

■ The physical interface is enabled using the no shutdown command, because router
interfaces are down by default. The virtual interfaces are up by default.

■ The subinterface can use any number that can be described with 32 bits, but it is good
practice to assign the number of the VLAN as the interface number, as has been done
here.

■ The native VLAN is specified on the Layer 3 device so that it is consistent with the
switches. Otherwise, VLAN 1 would be the native VLAN by default, and there would
be no communication between the router and the management VLAN on the switches.

Step 4. Configure the server LAN interface on R1:

R1(config)#interface FastEthernet0/0

R1(config-if)#ip address 172.17.50.1 255.255.255.0

R1(config-if)#description server interface

R1(config-if)#no shutdown

R1(config-if)#end

There are now six networks configured. Verify that you can route packets to all six by
checking the routing table on R1:

R1#show ip route

<output omitted>

Gateway of last resort is not set
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172.17.0.0/24 is subnetted, 6 subnets

C       172.17.50.0 is directly connected, FastEthernet0/0

C       172.17.30.0 is directly connected, FastEthernet0/1.30

C       172.17.20.0 is directly connected, FastEthernet0/1.20

C       172.17.10.0 is directly connected, FastEthernet0/1.10

C       172.17.1.0 is directly connected, FastEthernet0/1.1

C       172.17.99.0 is directly connected, FastEthernet0/1.99

If your routing table does not show all six networks, troubleshoot your configuration and
resolve the problem before proceeding. 

Step 5. Verify inter-VLAN routing.

From PC1, verify that you can ping the remote server (172.17.50.254) and the other two
hosts (172.17.20.22 and 172.17.30.23). It may take a couple of pings before the end-to-end
path is established. 

Are the pings successful? 

If not, troubleshoot your configuration. Check to make sure that the default gateways have
been set on all PCs and all switches. If any of the hosts have gone into hibernation, the
connected interface may go down. 

Task 6: Reflection
In Task 5, it was recommended that you configure VLAN 99 as the native VLAN in the router
Fa0/0.99 interface configuration. Why would packets from the router or hosts fail when trying to reach
the switch management interfaces if the native VLAN were left in default? 

Task 7: Document the Switch Configurations
On the router and each switch, capture the running configuration to a text file and save it for future
reference. These scripts can be edited to expedite configuring switches in future labs.

Task 8: Clean Up
Unless directed otherwise by your instructor, erase the configurations and reload the router and switches.
Disconnect and store the cabling. For PC hosts that are normally connected to other networks (such as
the school LAN or to the Internet), reconnect the appropriate cabling and restore the TCP/IP settings.

Packet Tracer Companion: Basic Inter-VLAN Routing (6.4.1)
You can now open the file LSG03-Lab641.pka on the CD-ROM that accompanies this book to repeat
this hands-on lab using Packet Tracer. Remember, however, that Packet Tracer is not a substitute for a
hands-on lab experience with real equipment.
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Lab 6-2: Challenge Inter-VLAN Routing (6.4.2) 
Learning Objectives

Upon completion of this lab, you will be able to

■ Cable a network according to the topology diagram in Figure 6-5

■ Clear configurations and reload a switch and a router to the default state

■ Perform basic configuration tasks on a switched LAN and a router

■ Configure VLANs and VLAN Trunking Protocol (VTP) on all switches

■ Configure a router to support 802.1Q trunking on a Fast Ethernet interface

■ Configure a router with subinterfaces corresponding to the configured VLANs

■ Demonstrate inter-VLAN routing

Figure 6-5 shows the topology diagram for this lab. 

Figure 6-5 Topology Diagram for Lab 6-2

Table 6-6 shows the addressing scheme used in this lab.
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Table 6-6 Addressing Table for Lab 6-2

Device Interface IP Address Subnet Mask Default Gateway

R1 Fa0/0 192.168.50.1 255.255.255.0 —

Fa0/1.1 192.168.1.1 255.255.255.0 —

Fa0/1.10 192.168.10.1 255.255.255.0 —

Fa0/1.20 192.168.20.1 255.255.255.0 —

Fa0/1.30 192.168.30.1 255.255.255.0 —

Fa0/1.99 192.168.99.1 255.255.255.0 —

S1 VLAN 99 192.168.99.11 255.255.255.0 192.168.99.1

S2 VLAN 99 192.168.99.12 255.255.255.0 192.168.99.1

S3 VLAN 99 192.168.99.13 255.255.255.0 192.168.99.1

PC1 NIC 192.168.10.21 255.255.255.0 192.168.10.1 

PC2 NIC 192.168.20.22 255.255.255.0 192.168.20.1

PC3 NIC 192.168.30.23 255.255.255.0 192.168.30.1

Server NIC 192.168.50.254 255.255.255.0 192.168.50.1

Table 6-7 shows the port assignments used in this lab.

Table 6-7 Port Assignments for S2

Ports Assignment Network

Fa0/1–0/4 802.1Q Trunks (Native VLAN 99) 192.168.99.0 /24

Fa0/5–0/10 VLAN 30—Sales 192.168.30.0 /24

Fa0/11–0/17 VLAN 10—R&D 192.168.10.0 /24

Fa0/18–0/24 VLAN 20—Engineering 192.168.20.0 /24

Task 1: Prepare the Network
Step 1. Cable a network that is similar to the one shown in Figure 6-5. 

Step 2. Clear any existing configurations on the switches, and initialize all ports in the shutdown
state.

Task 2: Perform Basic Switch Configurations
Step 1. Configure the switches according to the following guidelines:

■ Configure the switch hostname.

■ Disable DNS lookup.

■ Configure an EXEC mode password of class.
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■ Configure a password of cisco for console connections.

■ Configure a password of cisco for vty connections.

Step 2. Reenable the user ports on S2.

Task 3: Configure Host PCs
Configure the PCs. You can complete this lab using only two PCs by simply changing the IP address-
ing for the two PCs specific to a test you want to conduct. Alternatively, you can configure all three
PCs with the IP addresses and default gateways.

Task 4: Configure VTP and VLANs
Step 1. Configure VTP.

Configure VTP on the three switches using the following guidelines:

■ S1 is the VTP server; S2 and S3 are VTP clients.

■ The VTP domain name is Lab6.

■ The VTP password is cisco.

Remember that VTP domain names and passwords are case sensitive. The default operat-
ing mode is server.

Step 2. Configure trunk links and the native VLAN.

For each switch, configure ports Fa0/1 through Fa0/4 as trunking ports. The Fa0/5 port on
S1 also needs to be configured as a trunking port because it will trunk to the router, R1.
Designate VLAN 99 as the native VLAN for these trunks. Remember to activate the ports.

Step 3. Configure the VTP server with VLANs.

Configure the following VLANs on the VTP server only:

■ VLAN 10: R&D

■ VLAN 20: Engineering

■ VLAN 30: Sales

■ VLAN 99: Management

Step 4. Verify the VLANs. 

Verify that all four VLANs have been distributed to the client switches. At this point in the
lab, all ports should be in VLAN 1. You should have output similar to the following:

S2#show vlan brief

VLAN Name Status Ports

—— —————————————— ————- ——————————————-

1 default active Fa0/1, Fa0/2, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9

Fa0/10, Fa0/11, Fa0/12,Fa0/13

Fa0/14, Fa0/15, Fa0/16,Fa0/17

Fa0/18, Fa0/19, Fa0/20,Fa0/21

Fa0/22, Fa0/23, Fa0/24, Gi0/1

Gi0/2
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10 R&D active

20 Engineering active

30 Sales active

99 Management active

S3#show vlan brief

VLAN Name Status Ports

—— —————————————— ————- ——————————————-

1 default active Fa0/1, Fa0/2, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9

Fa0/10, Fa0/11, Fa0/12,Fa0/13

Fa0/14, Fa0/15, Fa0/16,Fa0/17

Fa0/18, Fa0/19, Fa0/20,Fa0/21

Fa0/22, Fa0/23, Fa0/24, Gi0/1

Gi0/2

10 R&D active

20 Engineering active

30 Sales active

99 Management active

Step 5. Configure the management interface address on all three switches.

Verify that the switches are correctly configured by pinging between them. From S1, ping
the management interface on S2 and S3. From S2, ping the management interface on S3.

Were the pings successful?

If not, troubleshoot the switch configurations and try again. 

Step 6. Assign switch ports to the VLANs.

Assign ports to VLANs on S2 according to Table 6-7 at the beginning of the lab. Activate
the ports connected to the PCs.

Step 7. Check connectivity between VLANs.

Open command prompt windows on the three hosts connected to S2. Ping from PC1
(192.168.10.21) to PC2 (192.168.20.22). Ping from PC2 to PC3 (192.168.30.23). 

Are the pings successful?

If not, why do these pings fail?
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Task 5: Configure the Router 
Step 1. Clear the configuration on the router and reload.

Step 2. Create a basic configuration on the router:

■ Configure the router with hostname R1.

■ Disable DNS lookup.

■ Configure an EXEC mode password of class.

■ Configure a password of cisco for console connections.

■ Configure a password of cisco for vty connections.

Step 3. Configure the trunking interface on R1.

Configure the Fa0/1 interface on R1 with five subinterfaces as designated in Table 6-6.
Configure these subinterfaces with dot1q encapsulation and assign the correct address.
Specify VLAN 99 as the native VLAN on its subinterface. Do not assign an IP address to
the physical interface, but be sure to enable it.

Step 4. Configure the server LAN interface on R1.

Refer to Table 6-6 to configure Fa0/0 with the correct IP address and mask. 

Step 5. Verify the routing configuration.

At this point, there should be six networks configured on R1. Verify that you can route
packets to all six by checking the routing table on R1. 

If your routing table does not show all six networks, troubleshoot your configuration and
resolve the problem before proceeding. 

Step 6. Verify inter-VLAN routing.

From PC1, verify that you can ping the remote server (192.168.50.254) and the other two
hosts (192.168.20.22 and 192.168.30.23). It may take a couple of pings before the end-to-
end path is established. 

Are the pings successful? 

If not, troubleshoot your configuration. Check to make sure the default gateways have
been set on all PCs and all switches. If any of the hosts have gone into hibernation, the
connected interface may go down. 

At this point, you should be able to ping any node on any of the six networks configured
on your LAN, including the switch management interfaces.

Task 6: Document the Switch Configurations
On the router and each switch, capture the running configuration to a text file and save it for future
reference. These scripts can be edited to expedite configuring switches in future labs.
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Task 7: Clean Up
Unless directed otherwise by your instructor, erase the configurations and reload the router and
switches. Disconnect and store the cabling. For PC hosts that are normally connected to other net-
works (such as the school LAN or to the Internet), reconnect the appropriate cabling and restore the
TCP/IP settings.

Packet Tracer Companion: Challenge Inter-VLAN Routing
(6.4.2)
You can now open the file LSG03-Lab642.pka on the CD-ROM that accompanies this book to repeat
this hands-on lab using Packet Tracer. Remember, however, that Packet Tracer is not a substitute for a
hands-on lab experience with real equipment.
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Lab 6-3: Troubleshooting Inter-VLAN Routing (6.4.3)
Learning Objectives

Upon completion of this lab, you will be able to

■ Cable a network according to the topology diagram in Figure 6-6

■ Erase any existing configurations and reload switches and the router to the default state

■ Load the switches and the router with supplied scripts

■ Find and correct all configuration errors

■ Document the corrected network

Scenario

The network is designed and configured to support five VLANs and a separate server network. Inter-
VLAN routing is provided by an external router in a router-on-a-stick configuration. However, the net-
work is not working as designed and complaints from your users do not provide much insight into the
source of the problems. You must first define what is not working as expected, and then analyze the
existing configurations to determine and correct the source of the problems. 

This lab is complete when you can demonstrate IP connectivity between each of the user VLANs and
the external server network, and between the switch management VLAN and the server network. 

Figure 6-6 shows the topology diagram for this lab. 

Figure 6-6 Topology Diagram for Lab 6-3
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Table 6-8 shows the addressing scheme used in this lab.

Table 6-8 Addressing Table for Lab 6-3

Device Interface IP Address Subnet Mask Default Gateway

R1 Fa0/0 192.168.50.1 255.255.255.0 —

Fa0/1.1 192.168.1.1 255.255.255.0 —

Fa0/1.10 192.168.10.1 255.255.255.0 —

Fa0/1.20 192.168.20.1 255.255.255.0 —

Fa0/1.30 192.168.30.1 255.255.255.0 —

Fa0/1.99 192.168.99.1 255.255.255.0 —

S1 VLAN 99 192.168.99.11 255.255.255.0 192.168.99.1

S2 VLAN 99 192.168.99.12 255.255.255.0 192.168.99.1

S3 VLAN 99 192.168.99.13 255.255.255.0 192.168.99.1

PC1 NIC 192.168.10.21 255.255.255.0 192.168.10.1 

PC2 NIC 192.168.20.22 255.255.255.0 192.168.20.1

PC3 NIC 192.168.30.23 255.255.255.0 192.168.30.1

Server NIC 192.168.50.254 255.255.255.0 192.168.50.1

Table 6-9 shows the port assignments used in this lab.

Table 6-9 Port Assignments for S2

Ports Assignment Network

Fa0/1–0/4 802.1Q Trunks (Native VLAN 99) 192.168.99.0 /24

Fa0/5–0/10 VLAN 30—Sales 192.168.30.0 /24

Fa0/11–0/17 VLAN 10—R&D 192.168.10.0 /24

Fa0/18–0/24 VLAN 20—Engineering 192.168.20.0 /24

Task 1: Prepare the Network
Step 1. Cable a network that is similar to the one shown in Figure 6-6. 

Step 2. Clear any existing configurations on the router and switches.

Step 3. Configure the Ethernet interfaces on the host PCs and the server.

Step 4. Apply the following configurations to the router and each switch. Alternatively, you can
open the file LSG03-Lab643-Scripts.txt on the CD-ROM that accompanies this book and
copy in the scripts for each of the switches.
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R1 Configuration

hostname R1

!

no ip domain lookup

!

interface FastEthernet0/0

ip address 192.168.50.1 255.255.255.192

!

interface FastEthernet0/1

no ip address

!

interface FastEthernet0/1.1

encapsulation dot1Q 1

ip address 192.168.1.1 255.255.255.0

!

interface FastEthernet0/1.10

encapsulation dot1Q 11

ip address 192.168.10.1 255.255.255.0

!

interface FastEthernet0/1.20

encapsulation dot1Q 20

ip address 192.168.20.1 255.255.255.0

!

interface FastEthernet0/1.30 

ip address 192.168.30.1 255.255.255.0

!

interface FastEthernet0/1.99

encapsulation dot1Q 99 native

ip address 192.168.99.1 255.255.255.0

!

line con 0

password cisco

login

!

line vty 0 4

password cisco

login

!

end

S1 Configuration

hostname S1

!
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vtp mode server

vtp domain lab6_3

vtp password cisco

!

vlan 99

name Management

vlan 10

name R&D

vlan 30

name Sales

exit

!

interface FastEthernet0/1

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface FastEthernet0/2

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface FastEthernet0/3

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface FastEthernet0/4

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

!

interface range FastEthernet0/5 - 24

shutdown

!

interface Vlan99

ip address 192.168.99.11 255.255.255.0

no shutdown

!

exit

!

ip default-gateway 192.168.99.1

!
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line con 0

logging synchronous

password cisco

login

!

line vty 0 4

password cisco

login

!

line vty 5 15

password cisco

login

!

end

S2 Configuration

!

hostname S2

no ip domain-lookup

enable secret class

!

vtp mode client

vtp domain lab6_3

vtp password cisco

!

interface FastEthernet0/1

switchport trunk native vlan 99

switchport mode trunk

!

interface FastEthernet0/2

switchport trunk native vlan 99

switchport mode trunk

!

interface FastEthernet0/3

switchport trunk native vlan 99

switchport mode trunk

!

interface FastEthernet0/4

switchport trunk native vlan 99

switchport mode trunk

!

interface range FastEthernet0/5 - 11

switchport access vlan 30

switchport mode access
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!

interface range FastEthernet0/12 - 17

switchport access vlan 10

!

interface range FastEthernet0/18 -24

switchport mode access

switchport access vlan 20

!

interface Vlan99

ip address 192.168.99.12 255.255.255.0

no shutdown

!

ip default-gateway 192.168.99.1

!

line con 0

password cisco

logging synchronous

login

line vty 0 4

password cisco

login

line vty 5 15

password cisco

login

!

end

S3 Configuration

!

hostname S3

!

enable secret class

!

vtp mode client

vtp domain lab6_3

vtp password cisco

!

interface FastEthernet0/1

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

270 LAN Switching and Wireless, CCNA Exploration Labs and Study Guide

06_2028_ch06.qxp  4/3/08  5:10 PM  Page 270



interface FastEthernet0/2

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface FastEthernet0/3

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface FastEthernet0/4

switchport trunk native vlan 99

switchport mode trunk

no shutdown

!

interface range FastEthernet0/5 - 24

shutdown

exit

!

!

ip default-gateway 192.168.99.1

!

line con 0

logging synchronous

password cisco

login

!

line vty 0 4

password cisco

login

!

line vty 5 15

password cisco

login

!

end
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Task 2: Troubleshoot and Correct the Inter-VLAN
Configuration
The following is a suggested method for approaching the connectivity problems in the network:

Step 1. Evaluate any console messages.

When pasting or typing in the scripts, did you get any console messages from the system?
If so, what were they and what is the solution?

Step 2. Test and establish connectivity between devices.

When all errors are corrected, you should be able to freely ping and telnet between R1, S1,
S2, and S3. PCs should be able to ping each other and the server.

Do you have connectivity between any of the devices?

If yes, which ones?

Step 3. Investigate connectivity issues between the devices and implement solutions. Document
the results of your investigation and the solutions you implemented.
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Task 3: Document the Switch Configurations
On each switch, capture the running configuration to a text file and save it for future reference. These
scripts can be edited to expedite configuring switches in future labs.

Task 4: Clean Up
Unless directed otherwise by your instructor, erase the configurations and reload the router and
switches. Disconnect and store the cabling. For PC hosts that are normally connected to other net-
works (such as the school LAN or to the Internet), reconnect the appropriate cabling and restore the
TCP/IP settings.
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Packet Tracer Companion: Troubleshooting Inter-VLAN
Routing (6.4.3)
You can now open the file LSG03-Lab643.pka on the CD-ROM that accompanies this book to repeat
this hands-on lab using Packet Tracer. Remember, however, that Packet Tracer is not a substitute for a
hands-on lab experience with real equipment.

Packet Tracer Skills Integration Challenge
Open the file LSG03-PTSkills6.pka on the CD-ROM that accompanies this book. You will use the
topology in Figure 6-7 and the addressing table in Table 6-10 to document your design.

Figure 6-7 Packet Tracer Skills Integration Challenge Topology

Table 6-10 Addressing Table for the Packet Tracer Skills Integration Challenge Activity

Device Interface IP Address Subnet Mask Default Gateway

R1 Fa0/0 172.17.50.1 255.255.255.0 —

Fa0/1.10 172.17.10.1 255.255.255.0 —

Fa0/1.20 172.17.20.1 255.255.255.0 —

Fa0/1.30 172.17.30.1 255.255.255.0 —

Fa0/1.99 172.17.99.1 255.255.255.0 —

S1 VLAN 99 172.17.99.31 255.255.255.0 172.17.99.1
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  Challenge

F0/3

F0/2F0/3

F0/2F0/1 F0/1

F0/5

F0/2

F0/4 F0/1

F0/6

F0/18

F0/11

F0/3

F0/4F0/4

F0/0

F0/1 WEB/TFTP Server
172.17.50.254

R1

S2

S1S3

PC3PC1

172.17.30.23
VLAN 30

172.17.10.21
VLAN 10

PC2

172.17.20.22
VLAN 20

Subinterfaces
Fa0/1.10: 172.17.10.1
Fa0/1.20: 172.17.20.1
Fa0/1.30: 172.17.30.1
Fa0/1.99: 172.17.99.1
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Table 6-10 Addressing Table for the Packet Tracer Skills Integration Challenge
Activity continued

Device Interface IP Address Subnet Mask Default Gateway

S2 VLAN 99 172.17.99.32 255.255.255.0 172.17.99.1

S3 VLAN 99 172.17.99.33 255.255.255.0 172.17.99.1

PC1 NIC 172.17.10.21 255.255.255.0 172.17.10.1

PC2 NIC 172.17.20.22 255.255.255.0 172.17.20.1

PC3 NIC 172.17.30.23 255.255.255.0 172.17.30.1

Learning Objectives

Upon completion of this lab, you will be able to

■ Configure and verify basic device configurations

■ Configure VTP

■ Configure trunking

■ Configure VLANs

■ Assign VLANs to ports

■ Configure STP

■ Configure router-on-a-stick Inter-VLAN routing

■ Verify end-to-end connectivity

Introduction

In this activity, you will demonstrate and reinforce your ability to configure switches and routers for
inter-VLAN communication. Among the skills you will demonstrate are configuring VLANs, VTP,
and trunking on switches. You will also administer STP on switches and configure a router-on-a-stick
using subinterfaces.

Task 1: Configure and Verify Basic Device Configurations
Step 1. Configure basic commands. 

Configure the router and each switch with the following basic commands. Packet Tracer
grades only the hostnames and default gateways.

■ Hostnames

■ Banner

■ Enable secret password

■ Line configurations

■ Service password encryption

■ Switch default gateways

Step 2. Configure the management VLAN interface on S1, S2, and S3.

Create and enable interface VLAN 99 on each switch. Use the addressing table for address
configuration.
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Step 3. Check results.

Your completion percentage should be 17 percent. If not, click Check Results to see
which required components are not yet completed.

Task 2: Configure VTP
Step 1. Configure the VTP mode on all three switches.

Configure S1 as the server. Configure S2 and S3 as clients.

Step 2. Configure the VTP domain name on all three switches.

Use CCNA as the VTP domain name.

Step 3. Configure the VTP domain password on all three switches.

Use cisco as the VTP domain password.

Step 4. Check results.

Your completion percentage should be 28 percent. If not, click Check Results to see
which required components are not yet completed.

Task 3: Configure Trunking
Step 1. Configure trunking on S1, S2, and S3.

Configure the appropriate interfaces in trunking mode and assign VLAN 99 as the native
VLAN.

Step 2. Check results.

Your completion percentage should be 62 percent. If not, click Check Results to see
which required components are not yet completed.

Task 4: Configure VLANs
Step 1. Create the VLANs on S1.

Create and name the following VLANs on S1 only. VTP advertises the new VLANs to S1
and S2. 

■ VLAN 10, name = Faculty/Staff

■ VLAN 20, name = Students

■ VLAN 30, name = Guest(Default)

■ VLAN 99, name = Management&Native

Step 2. Verify that VLANs have been sent to S2 and S3.

Use the appropriate commands to verify that S2 and S3 now have the VLANs you created
on S1. It may take a few minutes for Packet Tracer to simulate the VTP advertisements.

Step 3. Check results.

Your completion percentage should be 67 percent. If not, click Check Results to see
which required components are not yet completed.
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Task 5: Assign VLANs to Ports
Step 1. Assign VLANs to access ports on S2.

Assign the PC access ports to VLANs:

■ VLAN 10: PC1 connected to Fa0/11

■ VLAN 20: PC2 connected to Fa0/18

■ VLAN 30: PC3 connected to Fa0/6

Step 2. Verify the VLAN implementation.

Use the appropriate commands to verify your VLAN implementation.

Step 3. Check results.

Your completion percentage should be 75 percent. If not, click Check Results to see
which required components are not yet completed.

Task 6: Configure STP
Step 1. Ensure that S1 is the root bridge.

Set priorities to 4096.

Step 2. Verify that S1 is the root bridge.

Step 3. Check results.

Your completion percentage should be 82 percent. If not, click Check Results to see
which required components are not yet completed.

Task 7: Configure Router-on-a-Stick Inter-VLAN Routing
Step 1. Configure the subinterfaces.

Configure the Fa0/1 subinterfaces on R1 using the information from the addressing table.

Step 2. Check results.

Your completion percentage should be 100 percent. If not, click Check Results to see
which required components are not yet completed.

Task 8: Verify End-to-End Connectivity
Step 1. Verify that PC1 and the web/TFTP server can ping each other.

Step 2. Verify that PC1 and PC2 can ping each other.

Step 3. Verify that PC3 and PC1 can ping each other.

Step 4. Verify that PC2 and PC3 can ping each other.

Step 5. Verify that the switches can ping R1.
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